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JOB DESCRIPTION
Senior Research Associate, Department of Psychology


	Job Title: Senior Research Associate in Machine Learning for Spontaneous Inner Speech Detection 
	Present Grade:	7P

	Department/College:	Psychology

	Directly responsible to:	 Dr Bo Yao

	Supervisory responsibility for:	None

	Other contacts	

	Internal: Academic, research and support staff colleagues in the Department of Psychology; and colleagues across departments of the University and central administration.

	External:  Professor Xin Yao (Lingnan University, Hong Kong) and representatives of the funders; stakeholders from partner institutions; and external agencies.  


	Major Duties:
1. Research Design and Implementation (60%)
Design, develop, and implement novel deep learning pipelines for detecting inner speech from high-density EEG data, with focus on distinguishing sparse, spontaneous inner speech from background brain activity
Develop and train Machine Learning (ML) models suited to weakly-supervised or unsupervised paradigms, potentially including transfer learning from controlled tasks to naturalistic cognition, contrastive learning for state change detection, or anomaly detection methods
Engineer and evaluate models on multiple EEG data representations (sensor-space and source-space time-series, time-frequency decompositions, functional connectivity measures)
Implement systematic model evaluation using appropriate metrics and conduct robustness testing across conditions
If detection performance is sufficient, apply interpretability methods to characterise learned features and relate to neurocognitive theory of inner speech

2. Collaboration and Iteration (20%)
Participate in regular meetings with Dr Yao and Professor Xin Yao to discuss progress, troubleshoot challenges, and adapt approach based on emerging findings
Work collaboratively to ensure your analytical pipeline is complementary with parallel analyses in the lab
Iterate rapidly – prototype, test, fail fast, and pivot when necessary

3. Data Management and Technical Infrastructure (10%)
Establish and maintain version-controlled workflows using Git and appropriate collaboration tools
Develop clean, well-documented, reproducible code following research software engineering best practices
Utilise Lancaster University's high-performance computing resources for model training

4. Dissemination and Communication (10%)
Prepare technical reports at key milestones documenting methodological decisions and outcomes
Take lead role in writing manuscript(s) for publication (first authorship on work you lead)
Present work-in-progress to internal and external research groups
Communicate complex ML concepts clearly to audiences with varying technical backgrounds

5. General 
To identify and engage in personal development opportunities to support your career development; as provided by the Department, by the University, or by external bodies. 

You may also be required to carry out any other duties, commensurate with the grade of the post, as directed by your line manager or their nominee. 
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